Negative dependence tightens variational bounds
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Motivation: Importance-Weighted Autoencoders
(IWAEs) aka Monte Carlo objectives

- Latent-variable model p(x,z) = p(z)p(x|z)

 “Easy to optimise” variational lower bound based on importance sampling:
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A more accurate MC estimate%Zwk should (?) lead to a tighter variational bound
 But what does “more accurate” means?

Do variance-reduction techniques lead to tighter bounds?

Burda, Grosse, and Salakhutdinov, Importance Weighted Autencoders, ICLR 2016



Do variance-reduction techniques leads to tighter
bounds?
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* There are two “simple” ways to reduce the variance of - > wy
k=1

o Increase A, which provably tightens the bound (Burda et al.,
2016) and works wonders in practice

o Use negatively dependent weigths «; which was explored
recently by Huang et al. (2019), Ren et al. (2019), and Wu et al.
(2019). It works very well in practice but lacks non-
asymptotic theoretical justification.

© Warning: variance reduction # tighter bound In general!
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Negative variance tightens variational bounds

 \We show, in a precise sense, that the more negatively dependent the weights,
the tighter the bound

 We quantify negative dependence using the notion of supermodular order =su

Theorem (negative dependence tightens the bound). For
all pairs Q1, Q2 of probability distributions over R"

Q1 Zsm Q2 = Lk (Q1) > Lk (Q2).

" Shaked and Shanthikumar, Stochastic Orders, Springer, 2007



