
ARM uses continuous antithetic Logistic random variables                                                   , where 
but our objective only depends on the discrete values
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DisARM – a gradient estimator for binary latent variables
○ Improves ARM (Yin and Zhou 2018) using analytical integration.
○ Outperforms ARM and a strong independent sample baseline on 

variance and log-likelihood. 

A multi-sample version of DisARM for the multi-sample variational 
bound (IWAE). It outperforms VIMCO, the current state-of-the-art 
method.

Contributions
Fit a model with discrete latent variables, by 
optimizing   

where the gradient is

This can be estimated by Monte-Carlo with high 
variance.
Q: How to efficiently estimate the gradients?
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For scalar                                , DisARM integrates out z 
conditioned on          .

 For the multi-dimensional case, 

DisARM
We evaluate the gradient estimators on three 
benchmark generative modeling datasets: MNIST, 
FashionMNIST and Omniglot. We use dynamic 
binarization to avoid confounding due to 
overfitting. 



The K sample training objective is

The gradient of i-th dimension and k-th sample is 

Multi-sample Variational Bound
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To provide a computationally fair comparison 
between VIMCO 2K-samples and DisARM 
K-pairs, we report the 2K-sample bound for both, 
even though DisARM optimizes the K-sample 
bound.


